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Abstract—With the growth of the Internet of Things appliances
in industrial environments, known as Industry 4.0, wireless multi-
hop network solutions have been attracting more attention in the
past years. The IPv6 Routing Protocol for Low-Power and Lossy
Networks (RPL) is the de facto protocol for Low-power and Lossy
Networks specially designed for industrial use-cases. However,
the default operation of RPL does not provide a high level of
network reliability and low jitter performance. The use of IEEE
Std 802.15.4-2015 Time Slot Channel Hopping (TSCH) at the
Medium Access Control layer can mitigate the effects of external
interference by re-transmitting over different radio frequency.
Still, this standard does not support possible link failures or node
over-the-air programming. In this paper, we propose the use of
multiple disjoint paths to enforce reliability and availability when
both RPL and TSCH standards are used. Indeed, we propose and
compare two approaches based on the principle of replication: i)
packet replication at the source node only, and ii) packet replica-
tion at the source node and scattering if two replicas merge. We
implemented these two algorithms in Contiki OS and evaluated
their trade-offs over the simulated network environment provided
by COOJA. Finally, we compare these solutions against the state-
of-the-art Packet Automatic Repeat reQuest (ARQ), Replication
and Elimination (RE), and Overhearing (PAREO) technique that
proposes a braided multipath pattern.

Index Terms—Internet of Things, IoT, Industrial IoT, LLNs,
RPL, IEEE 802.15.4, TSCH, RAW, PAREO, multipath Routing

I. INTRODUCTION

Industry 4.0 refers to highly automated production chains that

offer high adaptability and control. For instance, smart factories

rely on small sensor devices that measure the leading indicators

of the different stages of the production chain. They send those

values to remote servers to process them using machine learning

methods, proposing decisions based on those results. Due to the

necessity of portability and fast adaptability at a low cost, wireless

and multi-hop networks are presented as a desirable choice.

This model is applicable in many industries, thanks to the

use of Internet of Things (IoT) technologies. These technologies

cover different physical objects that can connect their internal

networks with the Internet without human interaction. IoT

devices can be very different from one to another but are

often characterized by limited power, memory, and processing

resources. These devices construct Low-power and Lossy

Networks (LLNs), which can operate in various environments [1].

One of the well-known standards for such wireless networks

is IPv6 Routing Protocol for Low-Power and Lossy Networks

(RPL) [2]. In RPL, one device acts as an LLN border router,

connecting the IoT devices with IPv6 to the Internet. RPL

is a multi-hop routing protocol, using an Objective Function

(OF) [3] to select a parent from a Parent Set (PS), forming

a Destination-Oriented Directed Acyclic Graph (DODAG).

At the Medium Access Control (MAC) layer, the IEEE Std

802.15.4-2015 Time Slot Channel Hopping (TSCH) [4] protocol

allows reducing the number of collisions, bounding the medium

access delay, as well as mitigating external interference by

using a channel hopping scheme to transmit over different radio

frequencies.

Still the difficulty resides in applying wireless technology to the

production chain environment since the industry requires quality-

of-service solutions, while the presented protocols are basically

best-effort approaches. The default operations of the presented

protocols do not take into account temporary link failures

or node updates. To tackle this issue, multipath routing with

intelligent scheduling has been proposed in the past [5], [6], [7].

In this document, we explore several multipath strategies to

understand the trade-offs between additional cost in terms of traffic

overhead and network performance. A source node can select n+
1 parents instead of just one (the default RPL operation), allowing

the use of n+1 disjoint paths in the wireless network. Then, under

such a scenario, we investigate the following two techniques:

1) Packet replication at the source node only, where this node

sends n replicas plus the original copy. As a result, we get

a total of n+1 copies, one to each of its n+1 selected

parents. The rest of the nodes forwards the received packet

to their Preferred Parent (PP).

2) Packet replication at the source following the previous

proposal and scattering at the nodes where paths are merged,

when two or more relay nodes select a common PP.

We implemented these algorithms over Contiki OS1 and

performed a series of simulations using the COOJA simulator.

Finally, we compared these solutions against the state-of-the-art

Common Ancestors (CAs) algorithms that propose braided

multipath patterns [8].

1https://github.com/contiki-os/contiki978-1-7281-8086-1/20/$31.00 ©2020 IEEE
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(a) An example of a default scenario. (b) An example of a merging paths scenario. (c) An example of a controlled scenario.

Fig. 1: An example of 3-disjoint paths in a multi-hop topology.

II. TECHNICAL BACKGROUND

A. IEEE Std 802.15.4-2015 TSCH

TSCH is a MAC layer protocol that combines Time-Division

Multiple Access (TDMA) and Frequency-Division Multiple

Access (FDMA) to provide reliable communication. This

protocol divides time into intervals called timeslots, which are

grouped into a slot-frame that is repeated during the lifetime

of the network. The transmission and reception instances are

allocated in cells that correspond to a channel offset within

a specific timeslot. TSCH uses Enhanced Beacons (EBs) control

packets that are periodically transmitted to keep the schedule

synchronized. The cells are classified into two categories:

• Shared cells: the contention-based cells that are assigned

for control traffic.

• Dedicated cells: the contention-free cells that are dedicated

to data traffic.

Finally, the TSCH schedule can be either centralized, where a

single device is selected as a coordinator for the entire network,

or distributed, where each node makes its decisions locally

in collaboration with its neighbors. In this paper, a centralized

scheduler is used.

B. RPL

RPL is a distance vector routing protocol specially designed

for LLNs.

This protocol allows each node to select a default parent, build-

ing a Destination-Oriented Directed Acyclic Graph ( DODAG),

toward a sink called the DODAG Root. The parent selection

is determined by an OF [9], which receives one or more metric

parameters, providing a rank that represents the distance between

the node and its DODAG Root. An example of a metric is the

Expected Transmission Count (ETX), which is the default metric.

The ETX allows choosing the route with the best link statistics.

RPL uses the following three control packets to build the DODAG.

• DODAG Information Object (DIO): it is transmitted in

broadcast, and it is used to update and maintain the status

of the DODAG.

• Destination Advertisement Object (DAO): it is transmitted

each time a node selects a new parent to propagate reverse

routing information.

• DODAG Informational Solicitation (DIS): it is transmitted

in broadcast to receive a DIO packet in response.

Each node may consider its neighbors with a lower rank

than its as a potential parent, grouping them into a Parent Set

(PS). In default RPL, one of the nodes in the PS is selected

as the default parent, or PP (e.g., the one that provides the lower

rank). In our work, we use this PS to select more than one

parent and initiate multipath by sending it to multiple parents.

C. Replicas and Retransmissions

Since RPL is a multi-hop routing protocol, its Packet Error

Rate (PER) is given by a binomial distribution per hop. This

protocol uses retransmissions to increase its reliability, which in

turn, increases the delay and jitter, since more slot-frames may be

required. Because of that, we propose to send multiple copies of

a packet (called replicas) to anticipate losses. This work aims to

compare the compensation between the use of packet replicas and

retransmissions. Through replication, the goal is to transmit copies

of the same data packet through different paths. Retransmissions,

on the other hand, consist of reinforcing the transmission of a

data packet to the same destination when a previous transmission

failed, i.e., an acknowledgment was not received. Therefore,

the number of replicas determines the number of copies per data

packet transmitted over n destinations, while retransmissions

define the maximum number of transmission opportunities per

data packet from a source node to a destination node.

III. MULTIPATH STRATEGIES

In this work, we implemented two different algorithms for

achieving n-Disjoint paths. The first one is called “n-Disjoint

paths: default scenario”, where only the source node transmits n

copies plus the original data packet to n+1 parents. The second

algorithm is called “n-Disjoint paths: controlled scenario”, after

that a potential path merging, the “merging point” node forwards

each received replica to a different parent. Moreover, we present

the Packet Automatic Repeat reQuest (ARQ), Replication and

Elimination (RE), and Overhearing (PAREO) functions in this

section, since we compare the n-Disjoint strategies against them.
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A. n-Disjoint Paths: Default Scenario

In the default scenario, only the source node transmits

multiple replicas of the same data packet in disjoint paths.

The source node selects the n+1 best parents given from its

PS, where n is the number of replicas and sends a copy of

the packet to the parents. The rest of the relay nodes forwards

the received packets to their PPs till the DODAG root. Note that

this is valid for n< |PS|. The ideal case of this implementation,

where all replicas follow completely disjoint paths and reach

the final destination, is illustrated in Fig. 1a.

However, two or more disjoint paths may merge on one relay

node, as that node may be selected as the PP by several nodes.

As a result, it is probable that fewer paths (less than n+=1)

are actually used. Fig. 1b is illustrating this case: even without

transmission loss, the root may not receive n+1 replicas, since

some paths may merge. Nodes n1 and n2 have the same PP n4, and

thus only one replica is sent from n4. The next algorithm addresses

this issue to maintain the number of paths in the network.

B. n-Disjoint Paths: Controlled Scenario

To overcome such issues, we implemented a second algorithm

that detects when this merging takes place and allows the copies to

follow different paths. If a relay node receives two or more copies

of the same packet from different children, it forwards them to

different parents. This technique handles path merging scenarios;

however, it does not recreate replicas of packets that were lost

due to network quality issues. Fig. 1c shows this scenario, where

the node n4 forwards the two received copies to nodes n7 and n8.

In this implementation, each of the relay nodes selects n+1
parents from its PS, and stores them in ETX order, where the

first would be the PP. If a replica is received at the relay node,

after the original copy, it forwards it to the next best parent

that was previously stored. As in the Default Scenario, this

is valid for n< |PS|. d

C. PAREO

This technique proposes that each of the nodes selects a

second parent, called the Alternative Parent (AP), in addition to

the PP. When a data packet is received, the relay node forwards

it to both parents [7].

PAREO uses the following functions to ensure maximum

reliability and availability, and low jitter performance:

• Automatic Repeat reQuest (ARQ): this function performs a

retransmission of data packets if the previous transmission fails.

• Replication and Elimination (RE): this refers to the replication

function to send the data packet both to the PP and to the

AP. Furthermore, since the replication mechanism introduces

additional traffic, PAREO adds an elimination function to

discard the unnecessary copies.

• Overhearing (OH): this technique takes advantage of the

shared property of the wireless medium. When the PP and

the AP are close enough, then the first can overhear the

transmission for the second one and vice-versa.

There are several different algorithms for choosing an AP

through common ancestors. The trade-offs between them involve

the probability of having an AP versus the number of packets that

TABLE I: Simulation parameters.

Parameter n-Disjoint PAREO (Medium CA)
MAC layer retransmissions 0, 1, 3, 7 1
Replicas 0, 1, 2, 3, 4, 5 -
Link quality 50%, 75% 50%, 75%
Number of seeds (execution) 20 20
Number of packets per seed 250 250

Fig. 2: Network topology used in the experimental evaluations.

traverse the network. In this paper, for the simulations performed,

we used the Medium CA method that states that a Parent Candidate

(PC) can be selected as an AP of a node λ if the PP of the

PP of λ is in the PS of the PC [8], i.e., if PP (λ)∈PS(PC).

IV. SIMULATION SETUP

We performed a thorough evaluation of the different

configurations to analyze the trade-offs between using only

replications, only retransmissions, or a combination of both

for the two proposed n-Disjoint algorithms against the PAREO

technique. The detailed configuration of the evaluated algorithms

is presented in Table I. For each routing algorithm choice, we set

different link qualities, 50% and 75%, between all the nodes. We

employed the Directed Graph Radio Medium (DGRM) model

that is implemented in COOJA. We chose these values following

the Dust Networks2 definition of a healthy network where each

device should have at least a 50% link quality with its neighbors.

Finally, all three techniques are implemented on top of the

Contiki OS, where the simulations were done with COOJA.

A. Topology

The network topology is illustrated in Fig. 2. It has a total

of 32 nodes, where S is the source node and R the destination

node, i.e., the DODAG root. Each one of the intermediate

nodes has 5 neighbors (e.g., E11...E6), forming a total of 5

levels (A...E). The range of radio communication of a node

is determined by the topology itself: it communicates with those

below and above his level. For example, nodes from the level

D are within range of those in levels E and C, respectively.

2SmartMesh IP Application Notes, Linear Technology Corp. 2012-2016.
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